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Three-Dimensional, Time-Resolved (4D) Relative
Pressure Mapping Using Magnetic
Resonance Imaging

J. Michael Tyszka, PhD,1* David H. Laidlaw, PhD,2,3 Joseph W. Asa, BS,4 and
Jeffrey M. Silverman, MD1

We describe here a method for generating relative pres-
sure maps from magnetic resonance velocity data in
three spatial and one temporal dimension (4D). The
relative pressure map calculated for pulsatile flow in a
compliant phantom was shown to be consistent with
independent pressure transducer measurements. The
feasibility of performing 4D pressure mapping in vivo is
also demonstrated. J. Magn. Reson. Imaging 2000;12:
321–329. © 2000 Wiley-Liss, Inc.
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MRI ALLOWS TRUE three-dimensional, time-resolved
(4D) measurements of velocity with negligible risk to the
subject. It has been shown that relative pressure may
be calculated numerically from velocity data using fluid
dynamics relations, but so far this calculation has been
limited to 2D, time-resolved MRI data (1–3). Extension
to 4D imaging is a natural progression from the existing
methods and is more appropriate for the solution of the
Navier-Stokes equations within complex vessel geome-
tries. A robust and noninvasive method for calculating
4D pressure maps within the human cardiovascular
system has the potential to improve both the under-
standing and the clinical management of cardiovascu-
lar disease.

Blood pressure is a fundamental physiological pa-
rameter in many areas of medicine. Blood pressure
measurements are most commonly made using a cuff
manometer, which gives a generalized estimate of ab-
solute systolic and diastolic pressure at one spatial
point in the peripheral cardiovascular system (4). Intro-
duction of a pressure catheter into the central cardio-
vascular system allows at best a 1D spatially resolved
pressure measurement but with greatly increased tem-
poral resolution throughout the cardiac cycle. Although
cardiac catheterization is considered to be a low-risk
procedure, it is far from noninvasive (5,6).

Calculation of pressure gradients and relative pres-
sure from time-resolved velocity measurements has
been studied extensively (1,3,7–13). The pressure gra-
dient across a vessel stenosis or restricted valve orifice
is commonly estimated using a simplified form of the
Bernoulli equation and measurements of the peak ve-
locity in the distal flow jet. Even though this estimate
depends on many broad assumptions about the nature
of flow in a stenosis, it has been shown to have clinical
value (7,9). However, such point estimates provide no
information about the temporal or spatial variation of
pressure around the stenosis and would not apply to
more generalized flow regimes.

Recently, velocity data acquired using time-resolved
MRI have been used to estimate relative pressure using
a more sophisticated theory. The most popular method
for acquiring velocity information using MRI is phase-
contrast (PC) imaging (14,15). Although 2D time-re-
solved (2D CINE) PC studies are common, the acquisi-
tion of 4D PC images is rarely reported due to the
extended imaging times required (16). However, recent
advances in gradient hardware have significantly re-
duced the imaging time for 4D PC data to the point
where sufficient data for 4D pressure mapping can be
generated in less than 15 minutes.

THEORY

Two approaches to relative pressure calculation from
CINE PC data have emerged, both based on the Navier-
Stokes equation relating a 3D velocity vector field to the
pressure gradient vector field for an incompressible
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fluid. The Navier-Stokes equation describes the time-
varying flow of a viscous, incompressible fluid and can
be expressed as:

2¹p 5 rS]v
]t
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where p is pressure, v is velocity, r is fluid density, g is
the gravitational body-force, and m is the fluid viscosity.
This equation is normally coupled with the divergence-
free condition due to the incompressibility of the fluid:

¹ z v 5 0 (2)

The first Navier-Stokes method, studied extensively by
Urchuk et al (1,2,10,11), was originally developed for
estimating aortic wall compliance and pulse wave ve-
locity. Simplification of the Navier-Stokes equation
leads to a wave equation relating the second-order tem-
poral and spatial derivatives of the mean velocity. The
vascular wall compliance can then be estimated by cor-
relating the second-order derivatives calculated from
mean velocity sampled throughout the cardiac cycle. In
this case, compliance was defined as:
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where A is the instantaneous cross-sectional area of the
tube at a given point, and P is the pressure within the
tube relative to the pressure outside the tube. The com-
pliance was calculated from the linear correlation coef-
ficient between the spatial and temporal second-order
derivatives of the spatial mean of the velocity compo-
nent v#z parallel to the long axis (z) of the tube.

A partial differential equation (PDE) for the mean
intravascular pressure was derived assuming that the
pressure-induced changes in aortic cross-sectional ar-
eas are small:
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However, the temporal variation of the absolute pres-
sure cannot be determined since the integration con-
stant for the differential equation is unknown. The
method was also limited to the aorta where the time-
varying cross-sectional area and therefore the wall
compliance could be accurately determined using MRI.
This method does not generate a map of pressure but
allows a spatial average to be determined at several
points along the artery’s length. The implementation
described by Urchuk et al (1,2,10,11) was based on 2D
multislice MRI and was not a true 3D acquisition; it
would not perform well in smaller, curving vessels due
to the large (10 mm) slice thickness employed. This
approach was shown to yield results with a root mean
square (RMS) error between 4% and 12% (1,10).

A second approach to MR pressure mapping uses the
Navier-Stokes equation to calculate the relative pres-
sure at every point in a 2D CINE MRI velocity map (3).
The pressure gradient vector at every point within a

vessel can be calculated directly from the velocity vector
and its derivatives using Eq. [1]. Relative pressure can
then be calculated from the pressure gradient by itera-
tive refinement of the integration. Finite sampling, the
point-spread function, noise, and image artifacts each
introduce errors into the pressure gradient image and,
in turn, into the pressure image. This approach, while
generating a map of relative pressure, was limited in
many ways, by both the data acquisition method and
the pressure calculation algorithm. A 2D PC MR pulse
sequence was used to acquire in vivo data. The calcu-
lation of pressure from the pressure gradient required
that boundary conditions be applied to the flow at the
walls of the vessel. To determine the boundary position,
a manual segmentation was performed using the mag-
netization magnitude images without partial volume
treatment. Some of the phenomena not included in this
pressure calculation algorithm were discussed, includ-
ing partial volume effects and phase errors due to high
orders of motion. For the in vivo relative pressure cal-
culation, only the in-plane components of velocity were
used and viscosity was ignored. Limitations on the total
imaging time precluded the acquisition of a 3D dataset.

We present here a method for deriving 3D time-re-
solved relative pressure maps from 4D PC images of
flow within compliant walled tubing or vessels. The
results of the numerical method used to calculate pres-
sure from velocity are compared with independent pres-
sure transducer measurements made in a compliant-
walled flow phantom. The same method is also
demonstrated in a normal human subject and used to
calculate the 4D relative pressure map within the tho-
racic aorta.

MATERIALS AND METHODS

All imaging studies were performed using a 1.5 T Hori-
zon EchoSpeed imager (General Electric Medical Sys-
tems, Milwaukee, WI) capable of a maximum gradient
strength of 22 mT/m with a slew rate of 120 T/m/sec.
4D PC velocity imaging (16) was implemented using a
custom-written pulse sequence. The imaging sequence
was found to be capable of a minimum TR/TE of 10.5/
3.5 msec for a maximum velocity encoding (VENC) of
1600 mm/sec and TR/TE of 11.5/4.2 msec for a VENC
of 300 mm/sec. All three components of velocity were
encoded using an unbalanced four-point phase-differ-
ence approach (17). A segmented k-space trajectory
was used to reduce total acquisition time at the expense
of temporal resolution (16). The phase of the cardiac
cycle was estimated by the system gating hardware in
real time and recorded separately from the image data
by the pulse sequence software. This allowed a more
accurate and truly retrospective recalculation of the
cardiac phase corresponding to a particular data acqui-
sition. Cardiac phases were recorded for every group of
four velocity encodings.

All 4D PC data were transferred to a UNIX graphics
workstation cluster for reconstruction. The cardiac
phase for each velocity encoding group was recalcu-
lated retrospectively and used to generate temporal
phases via a nearest-neighbor approach to k-space fill-
ing. The number of phases was chosen to avoid tempo-
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ral aliasing using the methods of Polzin et al (18). All
components of flow were phase baseline corrected us-
ing four regions of presumed stationary material as
references. This baseline correction was in response to
variations in the measured phase across the imaging
volume caused by gradient eddy currents. The median
phase in each location was calculated over a 3 3 3 3 3
voxel kernel, and the trilinear phase baseline was de-
rived and subtracted from each component. Regions of
aliased velocity in the phantom data due to inflow jet-
ting at the entrance to the latex tube were unwrapped
using a conventional region-growing algorithm (19).

Pressure calculation was restricted to a single contig-
uous volume within each dataset by a simple segmen-
tation approach. The volume of interest was defined by
filling from a seed point while using threshold con-
straints on both flow speed and magnetization magni-
tude. The resulting mask data consisted of voxels with
zero value outside the filled region and one inside the
filled region representing flowing material. This volume
data was then blurred using a 1.0 pixel radius Gauss-
ian filter to generate a naive inside-outside (I/O) func-
tion. An I/O function represents the position of a pixel
relative to a boundary and varies smoothly with dis-
tance from the boundary. In this study, the boundary
was either the interface between flowing fluid and air in
the phantom, or the aortic wall in vivo. The I/O function
used in this study varied from 0.0 fully outside the
segmented volume to 1.0 fully inside, passing smoothly
through 0.5 at the approximate location of the bound-
ary. The I/O function representation of a region allows
dilation or erosion of a boundary simply by altering an
acceptance threshold, and also allows crude estimation
of distance from a boundary to a given voxel. Both these

features were used in the subsequent pressure calcu-
lation.

The relative pressure field was calculated indepen-
dently for each time-step using a method similar to that
proposed by Yang et al (3). The pressure gradient was
calculated first using Eq. [1] at all points within the
imaging volume. This included some voxels within the
moving fluid contaminated by partial volume effects at
vessel boundaries and voxels in stationary tissue and
air. The pressure gradient data was median filtered
using a 3 3 3 3 3 kernel to reduce noise at the expense
spatial resolution. All velocity derivatives were calcu-
lated using discrete central-differences. Relative pres-
sure was determined iteratively within the volume de-
fined by I/O function values greater than 0.9. This
restricted the pressure calculation to voxels within the
moving fluid that were not significantly contaminated
by stationary tissue.

The iterative refinement of the pressure map was
performed in a slightly different fashion from that used
by Yang et al (3). For each iteration, the pressure differ-
ence that would be expected at a given voxel based on
the local pressure gradients to the six orthogonal neigh-
bors was calculated. The pressure at this voxel was
then replaced by a weighted sum of the current pres-
sure and the mean of the six possible pressures calcu-
lated from the neighboring voxels:

pk 1 1 5 ~1 2 a!pk 1
1
6

aS O
i

~pi
k 1 ¹pi z Dri!D (5)

where pk is the pressure at the kth iteration, i indicates
one of the six orthogonal neighbors, ƒpi is the pressure
gradient at the ith neighbor, and Dri is the vector dis-
placement from the current voxel to the ith neighbor.
The value of a was set to 0.5 for all calculations. This
recurrence relation was repeated until convergence, de-
termined by a relative change in the mean pressure

Figure 1. Schematic diagram of the pulsatile flow generator
and compliant phantom used to verify the numerical relative
pressure calculation. Flow was generated by a centrifugal
pump and modulated by a simple faucet driven by a DC motor.
Two pressure transducers were mounted at each end of the
rubber tube to monitor the entrance and exit pressure wave-
forms. Transducer signals and a gating trigger from the flow
modulator were recorded on a laptop computer. Volume flow
rates of approximately 25 ml/sec were obtained at a pulsatile
frequency of 68 bpm.

Figure 2. Compliance as a function of relative pressure in the
thin-walled rubber tube according to Eq. [3]. Measurements
were made at three locations (entrance, middle, and exit) in the
latex tube. The pressure scale has an arbitrary origin but
covers the range of pressures encountered during the pulsatile
flow experiment.
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across the volume of less than 0.1%. The Navier-Stokes
equation was assumed to be consistent within this vol-
ume, and no boundary conditions on pressure at the
vessel walls were used.

The initial pressure estimate was generated by sum-
mation of the pressure gradient during flood-filling
from a reference point in the descending aorta. The
pressure at the reference point was defined as zero.

The divergence-free condition was not enforced ex-

plicitly under the assumption that the images represent
an actual fluid and therefore the flow should naturally
obey this condition.

A flow phantom was constructed that simulated the
compliant characteristics of the normal human aorta. A
16 cm length of latex rubber tubing with a diameter of
approximately 25 mm and a wall thickness of less than
1 mm was attached between two transition sections,
which in turn was coupled to PVC tubing leading out of

Figure 3. Comparison of the longitudinal velocity component at the center of the tube (a–c) and volume flow rate (d–f) measured
by 2D CINE PC (filled circles) and 4D PC (empty circles). Measurements were in slices passing through the stationary reference
vials adjacent to the tube at the entrance (a and d), middle (b and e), and exit (c and f). The 2D slices were 5 mm thick, and the
3D slices extracted from the volume dataset were 1.9 mm thick. All measurements account for the changes in cross-sectional
area due to pulsatile flow. Note that the pulse amplitude decays with distance from the entrance and that for both sequences,
the pulsatile VFR tends to the mean VFR of 2 24.6 ml/sec as measured by timed fluid collection [dotted line in (d–f)]. The sign
of the velocity was determined by the flow-encoding gradient direction, which in this case was antiparallel to the flow.
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the magnet room to the pump equipment (Fig. 1). A
domestic centrifugal pump placed in the fluid reservoir
generated flow through the phantom. A DC-motor was
used to rotate a ball valve placed downstream of the
pump at a constant rate. Two flow-modulating pulses
were thus generated for every rotation of the faucet.
Modulation frequencies of approximately 1.1 Hz (68
bpm) were obtained with a mean volume flow rate of
24.6 ml/sec measured by timed volume collection over
approximately 32 pulsatile cycles. The flow modulator
was connected to the phantom in the bore of the magnet
by lengths of PVC tubing approximately 20 feet in
length. The flow waveform generated by the pump was
very stable, period to period, and no attempt was made
to modify its shape to mimic a physiological pattern.

A gating signal was generated using an optical switch
monitoring the DC-motor drive shaft. Approximately 15
ml of Magnevist (0.5 M gadopentetate dimeglumine;
Berlex Laboratories Wayne NJ) were added to 10.5 liters
of tap water in the fluid reservoir (approximate concen-
tration 0.75 mM). This reduced the T1 of the flowing
water to the order of 250 msec and helped increase the
signal-to-noise ratio (SNR) of all phantom images. The
gage pressure (pressure relative to atmospheric pres-
sure) was measured using two piezo-resistive transduc-
ers (Honeywell, Minneapolis MN) attached to the plastic
transition sections at either end of the latex tube. The
transducers were calibrated within the 1.5 T field at the
center of the magnet bore by varying the pressure head
of water at the exit tube outside the magnet room with
the flow modulator valve closed and the pump off. The
output from both transducers and the gating signal
were digitized using a multichannel analog-to-digital
converter (Pico Technology, Cambridge, England) and
recorded by a laptop computer.

Pressure waveforms from both transducers and the
gating signal were acquired simultaneously for 64 sec-
onds at a rate of 16 msec/sample with both the modu-
lator and pump running. MR images were not acquired
simultaneously with transducer pressure experiments
to avoid interference between the two modalities. Pres-
sure waveform data were passed to a UNIX workstation
and processed using custom-written software. The cal-
ibrated mean pressure waveform over the 64 second
sampling period from each transducer was calculated
by Fourier interpolation of all waveforms to 128 points
per cycle. The pressure difference between the two
transducers was then calculated by simple subtraction
of the two gage waveforms. The compliance of the latex
tube wall was measured using cross-sectional images
acquired over a range of calibrated pressures to confirm
that it approximated the compliance of the thoracic
aortic in normal adult humans.

All MRI of the phantom was performed using a gen-
eral-purpose flexible linear receiver coil (General Elec-
tric Medical Systems, Milwaukee WI), which was
wrapped around the entire central section of the phan-
tom, containing the latex tube, pressure transducers,
and stationary fluid reference vials.

The time-varying velocity and volume flow rates
within the latex tube were measured with the pump and
flow modulator running. 4D PC images were acquired of
the whole latex tube segment with the following imaging
parameters: maximum velocity encoding 300 mm/sec,
field of view (FOV) 240 3 180 3 48 mm, voxel size 1.9 3
1.9 3 3 mm, TR/TE 11.5/4.2 msec, flip angle 10°, 2
views/segment, 1 average. The flow encoding duration
was 46 msec, which allowed reconstruction of 19 una-
liased temporal phases over a median pulsatile period
of 880 msec.

2D PC CINE images at the entrance, middle, and exit
of the latex tube were also acquired using the General
Electric Medical Systems pulse sequence supplied with
the MRI system to act as a reference for evaluation of
the new 4D PC sequence data. The flow in the latex tube
was essentially unidirectional, so only one flow direc-
tion was encoded. The number of reconstructed tempo-
ral phases was chosen to avoid aliasing, using the
methods of Polzin et al (18). The longitudinal velocity
component measured using this sequence was as-
sumed to be more accurate than the 3D PC CINE by
virtue of the higher temporal resolution and in-plane
spatial resolution of the 2D sequence. The 2D PC CINE
flow data were used only to characterize inaccuracies in
the 3D PC CINE velocity data and not to calculate pres-
sure maps within the phantom. Imaging parameters for
the 2D sequence were as follows: maximum velocity
encoding 200 mm/sec, FOV 200 3 200 mm, voxel size
0.8 3 0.8 3 5 mm, TR/TE 18 msec, flip angle 10°, 1
average. The duration of one set of unidirectional flow
encoded acquisitions was 36 msec, allowing the recon-
struction of 24 unaliased temporal phases with a mean
cardiac period of 860 msec.

A 4D PC velocity dataset was also acquired in a nor-
mal human subject. Informed consent was obtained
according to an IRB approved protocol prior to imaging.
4D PC images were acquired with flow encoding in all
three spatial directions. The imaging parameters were

Figure 4. Image data for the tube phantom. a: Magnetization
magnitude images of the central slice through the 4D PC data-
set of the compliant tube phantom at each of the 19 temporal
phases. b: The velocity component parallel to the long axis of
the tube. c: The median filtered pressure gradient calculated
directly from the velocity information in b using the Navier-
Stokes equation. d: Relative pressure data calculated by inte-
gration and iterative refinement of the pressure gradient data
in C.
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as follows: velocity encoding 5 1600mm/s, FOV 320 3
240 3 48 mm, voxel size 2.5 3 2.5 3 3mm, TR/TE
10.5/3.5 msec, flip angle 10°, 2 views/segment, 1 av-
erage, total imaging time 12 minutes 54 seconds. The
duration of one complete set of flow-encoded acquisi-
tions was 42 msec, which allowed reconstruction of 20
unaliased cardiac phases for a median cardiac period of
840 msec. Cardiac synchronization was achieved using
a plethysmograph, which was found to give a much
more reliable trigger than conventional electrocardio-
graphic (ECG) leads in the presence of the high slew-
rate gradient waveforms typical of the 4D PC sequence.
The in vivo MR data therefore acquired a negative car-
diac phase-shift relative to an ECG-triggered recon-
struction. Image reconstruction was identical to that
used for the phantom data.

Raw data were again transferred to the UNIX cluster
for reconstruction as described above. An I/O function
was generated from the magnitude-weighted flow speed
image at peak systole only and used for all phases.
Apart from this, the reconstruction and pressure cal-

culation were identical to that used for the phantom
data.

RESULTS

The compliance of the latex tubing increased with
cross-sectional area and varied from approximately 3.8
to 9.8 %/kPa (0.5 to 1.3%/mmHg) over the range of
applied pressures used to calibrate the transducers
(Fig. 2). It was noted that the compliance of the latex
tube increased with distension. This is comparable to
the compliance of the thoracic aorta in a normal,
healthy human subject measured at approximately
1%/mmHg (1).

A comparison of the longitudinal velocity and volume
flow rate data acquired using a 2D PC CINE sequence
with that acquired using the new 3D PC CINE shows
good agreement between the two methods (Fig. 3). The
negative sign of the velocity and volume flow rate (VFR)
measurements is a consequence of the flow-encoding
gradient direction, which was antiparallel to the pri-

Figure 5. a: Gage pressure waveforms from both the pressure transducers (thick and thin lines) over one period of the pulsatile
waveform in the compliant phantom. The pressure waveforms are averages of approximately 60 cycles following Fourier
interpolation to 128 points/cycle. b: Comparison of the mean pressure difference across the rubber tube segment measured by
the transducers (thick line) and the pressure difference calculated from the velocity images (thin line with circles indicating
sample points). The effect of the frequency response of the 4D PC sequence can be seen as a temporal blurring and a reduction
in amplitude of the waveform compared with the pressure transducer data. A slight phase shift between the two waveforms is
also seen and is most probably a consequence of the gate detection method used by the MRI system. c: The location of the origin
(O) and measurement point (A) used to calculate the pressure difference waveform from the 4D PC data. These points correspond
to the center of the tube closest to the pressure transducers.
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mary flow direction in the tube in both sequences. The
absolute temporal mean VFR in this experiment was
24.6 ml/sec by timed fluid collection (Fig. 3d–f). This
compares well with the 2D results (|VRF| 5 27.1, 25.9,
and 21.9 ml/sec in the entrance, middle, and exit
slices, respectively) but reveals the poorer accuracy of
the 3D results (|VFR| 5 25.5, 29.4, and 33.2 ml/sec,
respectively).

The pressure difference between points at the center
of the tube adjacent to the pressure transducers calcu-
lated from the 3D MR velocity images (Fig. 4) compared
very well with that measured by the pressure transduc-
ers (Fig. 5). A linear correlation coefficient was calcu-
lated by cubic interpolation of the transducer pressure
difference waveform to match the 19 sample times of
the MRI data. The correlation coefficient, R, was 0.864
(n 5 19, P 5 0.000002, F-ratio test, Statistica for Win-
dows, Statsoft, Tulsa OK), reflecting a highly significant
correlation between the two waveforms. The regression
slope was 1.11, as opposed to an ideal 1.0, which is
most likely a consequence of the frequency response of
the 3D PC CINE sequence that attenuates higher fre-
quency components of the pressure waveform.

Relative pressure maps of the aorta in a normal hu-
man volunteer (Fig. 6) reveal the expected pattern of
pressure changes close to systole with little significant
spatial or temporal pressure variation in diastole. The
4D pressure map was calculated relative to a reference
point (point 0 in Fig. 7) in the descending aorta where

pressure was defined as zero in all cardiac phases. The
accelerative phase in early systole is marked by high
pressure in the ascending aorta relative to the distal
descending aorta in the 16th through 18th phases (600–
700 msec after the plethysmograph trigger). During the
decelerative phase following peak systole, the pressure
distribution reverses in the 19th through 20th and 1st

through 4th phases (700–1000 msec after the trigger,
crossing into the next cardiac cycle).

The reduced SNR of the in vivo dataset and the pres-
ence of a non-zero convective term both contributed to
a noisier pressure gradient map, further underlining
the importance of noise reduction, in this case by me-
dian filtering, prior to pressure integration. The relative
pressure waveforms in the proximal descending aorta
(point A) and in the aortic arch (point B) were extracted
from this data (Fig. 7). We see the early systolic accel-
erative phase as a positive deviation in the relative pres-
sure at both locations, with the pulse amplitude much
greater in the aortic arch. The relative pressure then
becomes negative at peak systole. There is a transient
increase in relative pressure at approximately 800 msec
after the plethysmograph trigger, possibly due to the
reflected pressure wave from the distal vasculature. A
negative relative pressure at both locations represents
the decelerative phase of aortic flow. The subjects’ blood
pressure was measured using an automatic cuff ma-
nometer and was found to be 120/77 mmHg immedi-
ately prior to imaging and 114/73 mmHg immediately

Figure 6. In vivo relative pressure calculation us-
ing the same methods as for the pulsatile flow
phantom. The magnetization magnitude (A) and
superior-inferior velocity component (B) are
shown at peak systole (19th phase in the dataset).
The superior-inferior component of the pressure
gradient calculated from the velocity data is
shown during (C) early systole (18th phase) and
(D) late systole (2nd phase). The relative pressure
maps corresponding to C and D are shown in E
and F, respectively. The aortic root is visible in
these slices, but it is not contiguous with the arch
and descending aorta in the volume dataset. Con-
sequently, the relative pressure map in the aortic
root cannot be compared with that in the arch and
descending aorta and is not included in subse-
quent processing. The images below have been
cropped. (The full field of view is shown in Fig. 7.)
All sagittal images represent a 3 mm thick slice
through the center of the 3D volume data. A 1.9
mm thick axial slice from the volume datasets at
the level of the dashed line in A is shown immedi-
ately below each sagittal image. The grayscale
ranges for the velocity, pressure gradient, and
pressure images are indicated at the bottom of the
figure.
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following imaging, giving a mean pulse pressure of 42
mmHg. The relative pressure pulse amplitude at the
aortic arch was approximately 2.2 kPa (16 mmHg) from
the MRI pressure map (Fig. 7). This latter pulse ampli-
tude is an underestimate of the true pressure pulse
amplitude since the absolute pressure at the reference
point also varies throughout the cardiac cycle. The rel-
ative pulse pressure of 16 mmHg is the difference in
pulse pressure between the aortic arch and the refer-
ence point.

DISCUSSION

We have demonstrated the feasibility of acquiring 4D
PC data within a clinically acceptable time frame of less

than 15 minutes, and the calculation of 4D relative
pressure maps from such data. The use of 4D MR data
has several advantages over multislice 2D CINE data for
pressure calculation. The primary advantage is the re-
duction in voxel size in the third direction and the
increase in SNR over a 2D sequence with identical voxel
size. Approximately isotropic voxel dimensions across a
volume reduce the need for geometric simplification or
accurate imaging slice placement for the solution of the
Navier-Stokes equation in three dimensions.

The discrepancies between the 2D CINE and 4D re-
sults in the phantom cannot be assigned to partial
volume errors alone, since the velocity at the tube cen-
ter exhibits a similar error trend. The most likely cause
of the VFR overestimation is residual eddy current ef-
fects untouched by the trilinear baseline correction al-
gorithm. The greater gradient demands of the rapid 4D
sequence are likely to increase eddy currents in the
vicinity of the flow encoding pulses, which in turn af-
fects the theoretical flow encoding moment at the echo.

This error mechanism can be partially compensated
for during post-processing but ideally should be ad-
dressed at the data acquisition stage; the most recent
developments in gradient hardware design may allevi-
ate this problem. We expect the attenuation of the
higher temporal frequency components of flow to be
more pronounced for the 4D sequence than for the 2D
CINE sequence, which accounts in part for the lower
central velocity measured at the entrance to the latex
tube (Fig. 3a) where the pulsatility is highest. The tem-
poral bandwidth of the pressure waveform is limited by
the bandwidth of the MR velocity data. According to
Polzin et al (18), the temporal frequency response of
segmented PC CINE methods is a function of the time
required to encode all velocity components and the
number of views per segment. In this case the sample
time was 46 msec, leading to a detectable bandwidth of
621.7 Hz. Two views per segment causes a greater
attenuation of higher frequency pulsatile flow compo-
nents than would be seen with only one view per seg-
ment but does not affect the detectable bandwidth. A
slight phase shift between the calculated pressure
waveform and the transducer waveform is most proba-
bly due to a delay introduced by the trigger detection
method of the gating system of the MR imager. The
convective term of the Navier-Stokes equation is small
throughout the phantom data since the tube was rela-
tively straight. This term therefore contributes only a
noise component to the calculated pressure gradient.

The in vivo pressure maps generated by this method
cannot be directly compared with absolute pressure
measurements made, for example, with a pressure
catheter, since the reference point in the descending
aorta is zeroed for all phases. Similarly, comparison of
these results with cuff manometer readings is limited
by the volume imaged, which does not include the bra-
chial artery.

Although the divergence-free condition for incom-
pressible fluids was assumed to be intrinsic to images
of a real fluid, the use of finite sized imaging voxels and
the presence of imaging noise both break this condi-
tion. We attempted to minimize gross errors due to
incorporation of stationary tissue in voxels close to the

Figure 7. Relative pressure waveforms extracted from the rel-
ative pressure maps at points A (filled circles) and B (empty
squares) in the aortic lumen. The pressure was referenced to
point O in the distal descending aorta. All three points lie in the
same 3 mm slice of the 3D dataset. The pressure rises above
zero at the start of systole during the accelerative phase (600–
700 msec) and then becomes negative during late systole dur-
ing the decelerative phase (700–1000 msec). A transient in-
crease in relative pressure is seen at 0.8 seconds that may
correspond to the arrival of a reflected wave from the distal
aorta. Two periods of the pressure waveform are shown for
clarity using the time scale corresponding to the peripheral
gate.
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vessel boundaries by restricting the calculation volume,
but errors arising from partial volume effects within the
moving fluid itself are still present. Image noise con-
tains a divergent component that also breaks the diver-
gence-free condition.

Although a full analysis of the effect of partial volume
effects and noise on the accuracy of the pressure cal-
culation is beyond the scope of this study, ultimately
these two sources of error should be addressed in a
future refinement of the pressure calculation algo-
rithm.

We have demonstrated the feasibility of acquiring
sufficiently high-quality 4D PC data for pressure map-
ping in the aorta of a normal volunteer. Future valida-
tion of this technique should include direct correlation
with invasive pressure measurements, either in an an-
imal model, or in patients undergoing routine cardiac
catheterization.
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