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Abstract In recent years, empirical studies have increasingly been seen as a core
part of visualization research, and user evaluations have proliferated. It is broadly
understood that new techniques and applications must be formally validated in order
to be seen as meaningful contributions. However, these efforts continue to face the
numerous challenges involved in validating complex software techniques that exist
in awide variety of use contexts. The authors, who represent perspectives from across
visualization research and applications, discuss the leading challenges that must be
addressed for empirical research to have the greatest possible impact on visualization
in the years to come. These include challenges in developing research questions and
hypotheses, designing effective experiments and qualitative methods, and executing
studies in specialized domains. We discuss those challenges that have not yet been
solved andpossible approaches to addressing them.This chapter provides an informal
survey and proposes a roadmap formoving forward to amore cohesive and grounded
use of empirical studies in visualization research.
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12.1 Introduction

The visualization field has long had a complex relationship with empirical validation.
In the 2000’s, as it was quickly growing from a niche graphics subfield into a major
research area of its own, there was a proliferation of reports and panels on the major
unsolved challenges in visualization. A common theme in these challenges was a
need to reliably prove the value of visualization. For example, Keim et al. [16]
noted the issue of user acceptability; if domain users did not see how visualization
could help them, they would not adopt it, and so there was no way to test whether
visualization helped them. In a report directed at national funding agencies in the
USA, Johnson et al. [14] cite similar challenges in demonstrating value and involving
domain scientists in research. This example suggests some of the practical context
behind this push for validation. As visualization researchers sought support for their
work, it was necessary to find objective metrics that could show the value of their
methods.

With this backdrop, evaluation in visualization has historically focused on user
studies that either measure the effectiveness of visualization versus a traditional
method or the relative effectiveness of two or more visualization techniques.
However, while our overall approach to empirical research has remained much the
same, the context around it has changed dramatically. Visualization has been adopted
widely in commercial and government settings. As “big data” became a household
term, the value of visualization came to be broadly understood as an efficient inter-
face between people and information. Empirical visualization research has yielded
general guidelines that are familiar to commercial designers outside the research
community.

In this new context, it may be necessary to revisit the role of empirical research in
visualization. In a world where visualization is assumed to have value, demonstrating
that a visualization is usable may no longer be sufficient validation. In a moment like
this, it is worthwhile to look back at what challenges have been addressed and which
remain open. In 2004, Plaisant [22] identified what were then the major challenges
in visualization evaluation. In some cases, the visualization community has made
substantial progress in these challenges: for example, building task taxonomies [2,
5, 25], adding to the variety of evaluation approaches [12, 21, 27], and using contests
to develop benchmark problems and datasets [23].

However, there are other challenges named in 2004 that remain unsolved today.
Even as visualization grows more popular, the core problem of motivating domain
users to buy into research continues to be a limitation. As a community, while we
have developed more techniques for evaluation, we have not consistently established
best practices for either research methodology or experimental stimulus design.
Researchers continue to face challenges in controlling the experimental parame-
ters in study design. It is possible that many of these issues could be addressed by a
greater understanding of related psychological fields, but incorporating that under-
standing is a nontrivial exercise. Each of these challenges faces unique obstacles, but
there is promising work that points to possible ways of addressing them.
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12.2 Challenge 1: Motivating Domain Experts

12.2.1 Current Challenges

The difficulty of substantially involving domain experts in research has perhaps been
the most cited challenge in visualization evaluation, and remains as relevant today
as ever. Empirical research strongly benefits from realistic assessments of current
technology as well as from realistic evaluations of research prototypes. In the early
stages of development, the observation of experts solving real problems is essential
to understand workflows, processes, constraints, and non-routine factors that would
not be detected with questionnaires or interviews carried out at places distant from
the working environment.

Similarly, empirical evaluations of a prototype strongly benefit from a high degree
of realism. If they are carried out at the workplace of the domain experts and serve to
solve real tasks, domain experts are fullymotivated. In contrast, if artificial or archival
data are used, the motivation is lower. Additionally, many visualization methods
are aimed at niche user groups with advanced training, such as scientists, medical
professionals, and analysts. The tasks these users engage in are frequently complex
and involve learning, problem solving, or decisionmaking. However,many empirical
studies use simplified low-level tasks, such as basic perceptual tasks, searching for
data, navigation, or routine activity. Evaluations in the developer’s laboratory using
such abstracted low-level tasks are much simpler to carry out, but often the results
have at best a very indirect relation to the true activities of users.

Apart from designing abstracted studies outside of the domain context, another
common approach to this problem is to involve domain experts briefly at key points
in the process. For example, a researcher might develop a tool, then have a domain
expert to evaluate it using an interview or other form of qualitative feedback. While
this can be away towork around the domain expert’s schedule, it asks the user to eval-
uate something for which they have no prior context. A pair of surveys of evaluation
methods used in visualization papers argues for a systematic lack of process evalu-
ation methods such as requirements gathering and analysis of user workflows [13,
18]. Without this key context, tools are likely to be disconnected from the user’s
work context, and the value of their feedback may be limited.

12.2.2 Possible Approaches

One of the reasons for the systematic lack of process evaluation methods is that they
are difficult to publish except as part of a lengthy design study.An approach to address
this problem may be to create venues for such papers, for example, by designing a
workshop around them or by introducing a new paper type. Another possibility
would be to investigate methods that combine controlled and uncontrolled empirical
methods; for example, contextual inquiry, and observational studies in a laboratory
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environment [18]. Ultimately, as Sedlmair et al. [26] point out, adoption of a system
in the field is a problem to approach at the organizational level, not on the level of
individual end users. Visualization researchers who wish to motivate domain experts
must learn to observe and integrate with the experts’ environment and work context.

12.3 Challenge 2: Systematic Lack of Research
Methodology Skills

12.3.1 Current Challenges

A major factor that limits the effectiveness of empirical research in visualization is
that visualization researchers, especially those from a computer science background,
are not guaranteed to be trained in basic human subjects researchmethodology. In the
field of psychology, from which visualization researchers often borrow approaches,
there is no shortage of researchers who have been trained to design and conduct
controlled empirical studies and formal qualitative research. In the field of visual-
ization, the number of researchers who have had direct experience in designing and
conducting empirical studies is significantly smaller. Computer science education
does not prioritize these skills, as evidenced by the fact that user-centered design
and research methods are not included as part of the core computer science cur-
riculum [15]. This lack of skilled resources means that it is impossible to conduct
large numbers of high-quality studies on any given topic, leaving many core research
questions unanswered.

This skill deficit is reflected in visualization research in a number of ways. One of
the most widespread is a lack of detailed and consistent statistical reporting of empir-
ical results [6, 7, 13]. Researchers who present studies without using the appropriate
statistical tests,making corrections formultiple comparisons, or reporting effect sizes
not only limit the impact of their own work but make it difficult or impossible to
produce meta-analyses and surveys. Moreover, it is still not uncommon to see papers
with evaluations that consist only of unstructured feedback from a small number
of experts. Contributing to this problem is a broad lack of knowledge about qual-
itative methods that leads to confusion between qualitative research and informal
feedback-gathering [13].

This problem affects all of visualization but can be especially difficult in scien-
tific visualization (SciVis), where researchers are less likely to come from a human–
computer interaction (HCI) background. SciVis research often requires specialized
algorithmic knowledge, and the social context of computer science education fre-
quently puts distance between these “hard” algorithmic skills and the “soft” skills of
user research. SciVis researchers face the additional challenge of balancing collabo-
ration. Information visualization researchers dealing with generic or broadly under-
stood datamay forego domain collaborators in favor of psychologists or HCI experts,
but SciVis researchers almost always need to collaborate with experts from a sci-
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entific domain. Coordinating multiple collaborations, especially among in-demand
experts, carries significant risks. As a result, teams including SciVis researchers,
domain experts, and empirical research specialists remain relatively rare.

12.3.2 Possible Approaches

While visualization researchers understand the value of collaboration with experts
in empirical methods, this does not always translate into active participation in such
collaborations. Providing specific funding incentives has the potential to push these
partnerships forward. As an example, cooperation between visual analytics and data
analysis inGermanywas initiated by a national research priority programon Scalable
Visual Analytics which encouraged collaborations between both fields and between
fundedprojects [17]. To address the skills gapwithin the community, onepossibility is
to revise standards for computer science curricula to include user-centered research
as a core topic [15]. A more immediate action could be to compile a community
portal to collect resources on empirical methods, similar to efforts such as The Fluid
Project [1] but tailored to the specific needs of visualization researchers.

12.4 Challenge 3: Data Collection and Generation

12.4.1 Current Challenges

Although visualization researchers have made considerable progress in recent years
in developing formal taxonomies and models of evaluation tasks, there has been less
emphasis on developing repeatable approaches to data generation. In a field where
the nature of the data can considerably change the effectiveness of the method being
tested, unrealistic data is a serious threat to ecological validity. Examples include data
at a scale much smaller than would be encountered in real tasks, data that lacks the
errors and inconsistencies common to real datasets, and data with strong statistical
patterns that might not normally be present. While benchmark datasets are useful for
comparison, they often do not capture these real-world data challenges.

At the same time, real-world datasets can be difficult to collect and use for a
variety of reasons, such as privacy, size, protection of proprietary information, or
legal restrictions on dissemination [26]. A common approach in such situations are
to build sanitized datasets by removing or perturbing sensitive information. However,
security research has shown that even sophisticated privacy-preserving data mining
methods can be vulnerable to re-identification, especially in cases where multiple
data sources can be combined [20]. Even in cases where real data can be used as-
is, it can be difficult to generalize evaluation results from a single dataset. Finding
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multiple datasets that represent a realistic range of conditions only compounds the
problem.

Generative data models can be an effective approach to this problem, but they
require careful design to avoid biases [24]. A generative data model can be used
to automate the generation of multiple datasets with desired properties, which can
address the issue of testing against multiple valid datasets to support generaliza-
tion. There are a number of significant technical challenges associated with such
models; many involve complex simulations, and as most models are developed for
one-off cases, standardized techniques and replication are rare. Moreover, interac-
tions between a generative model and a visualization technique can be difficult to
predict. There is no guarantee that a model that produces data with desirable char-
acteristics will still have the same characteristics after being processed as part of a
given visualization algorithm.

12.4.2 Possible Approaches

The type of formalization that has been applied to tasks and visual representations
in recent years has helped to produce more rigorous and controlled experiments.
However, the way we describe data is still most often in the terms used by Jacques
Bertin fifty years ago [3]. More specialized typologies of data that take into account
contemporary concerns such as scale, heterogeneity, and uncertainty could go a long
way toward defining a design space in which datasets used in experiments can vary.
Generative models have the potential to address many problems in data collection,
but the field will advance more quickly if designers of generative models adopt open
practices and make models available for replication and benchmarking. As more
such models are made available, it will be possible to identify best practices and
guidelines for further development [24].

12.5 Challenge 4: Experimental Design Space and
Tradeoffs

12.5.1 Current Challenges

At the core of many of the challenges in visualization evaluation is that it involves
the combination of two highly complex systems: the human user and the data visu-
alization system. In such a situation, the number of experimental variables that must
be controlled can quickly become unmanageable. The skills deficit discussed in
Sect. 12.3 compounds this problem, as there is a lack of institutional knowledge
about how to balance tradeoffs and control variables in experimental design. This
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leads to a number of issues affecting the ecological validity of experiments as well
as the ability of other researchers to evaluate and make use of experimental results.

One common problem is when the assumption that a system should be evaluated
in one experiment leads to overstuffed design. In some ways, this problem has been
exacerbated by the increased push for no system to go unevaluated. While this is an
admirable goal, in practice, treating evaluation as a box that must be checked often
leads to user studies that either lack a clear hypothesis or attempt to test too many
hypotheses at once. Such user studies often suffer from a mismatch in validation
method to type of contribution; for example, a paper whose primary contribution is a
novel visual encoding does not necessarily require a task-based evaluation, provided
the authors make no claims about improving performance on that specific task [19].
Nonetheless, user studies remain common in such situations, often using ad hoc tasks
that have not been rigorously designed.

Knowledge of appropriate design space tradeoffs also affects the quality of review-
ing. Lack of familiarity with empirical methods is one issue, but partial familiarity
can cause its own share of problems. A reviewer with knowledge of only one method
may apply the rigor metrics of that method to an unrelated one, leading to inappro-
priate evaluations [6]. For example, a researcher who uses qualitative methods may
receive criticism for not including statistical analyses suited for quantitativemethods.
A better understanding of the experimental design space, and an acknowledgement
that no one study can cover it exhaustively, remains elusive.

12.5.2 Possible Approaches

In psychology and related disciplines, it is common to publish a series of related
studies in a single publication, which each experiment building on the knowledge
gained in theprevious one. Such a structure allows researchers to producemore tightly
controlled individual study designswhile still approaching a larger research question.
While linked studies of this type are sometimes seen in visualization perception
research [4, 11, 29], itmay also be ausefulmethod for techniqueor systemevaluation.
In this model, user evaluations may even be published separately from the system
itself, which in many cases may require more limited validation methods. In order
to improve the control of variables in study design, one possibility is to publish
and promote evaluation checklists, a method that has been used effectively in other
domains [10].
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12.6 Challenge 5: Engagement with Relevant Psychology
Fields

12.6.1 Current Challenges

As in other human-centered computer science disciplines, understanding visualiza-
tion depends heavily on understanding the people who use it. Psychology is a key
component of any empirical research in visualization. Yet explicit engagement with
psychology research remains infrequent outside of a few specific areas, such as
research on color scale design [28]. This can lead to findings that are divorced from
important context. An experiment on how well a user can remember information in
a particular visual representation must take into account the expected performance
of visual working memory in general; a field study observing adoption of a system
cannot be generalized without a working knowledge of how quickly new technology
is usually adopted in workplaces. Perhaps the most pervasive example of such issues
is the widespread assumption that the effectiveness of a visual representation can
be generalized between users without taking into account natural variation in spatial
ability and other cognitive factors [30].

This lack of engagement with psychology also causes issues when it leads to
ignoranceof challenges in psychological research that affect visualization researchers
as well. The difficulty of integrating knowledge gained in increasingly specialized
subfields was named “The Grand Challenge” of psychology by Axel Cleeremans of
Université libre de Bruxelles in 2010 [8]. Clearly this is a concern for visualization
as well, as community discussion at the 2018 IEEE VIS Conference centered around
the problem of unifying the diverging fields of scientific visualization, information
visualization, and visual analytics. Visualization researchers are also just beginning
to take notice of the replication crisis in psychology [9], but have yet to adopt the
reforms made by psychologists in its wake.

These challenges themselves can create pitfalls for outside researchers looking to
make use of psychological findings or methods. The complexity of psychology’s
many disparate fields, and lack of communication between these fields [8], can
obscure important connections and make it difficult to know where to start looking
for answers. Visualization researchers very often know that psychology is important
to their work, but without clear goals and an understanding of the research space, it
is rare for sustained productive conversation to happen between the two disciplines.

12.6.2 Possible Approaches

In order to engage more fully with psychology research, it may be necessary to
modernize our research practices tomeet the changesmade by psychologists in recent
years. For example, adopting open science practices, especially sharing data and code
(where possible), would be a positive step for the visualization field on its own. But it
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could also foster collaboration bymakingmaterials and tools available to psychology
researchers themselves. In some cases, these experts may have visualization needs
that our community is unaware of, and a greater degree of communication may help
reveal them. This can be a challenging process, as publication cultures and research
goals will vary across fields. Work to identify common ground and mutual goals will
be a necessary first step.We can also learn from psychology now by addressing some
of the known issues that affect both fields; for example, submitting research reports
ahead of performing experiments in order to reduce positive effect bias.

12.7 Conclusion and Next Steps

In this chapter, we have discussed five key challenges in empirical visualization
research in detail and proposed possible approaches to addressing them. By doing
so, we hope to build on the successes of the past in developing a research agenda
for the future. It is vital to note the areas in which we have made progress as well
as those where challenges remain. Empirical studies in visualization have advanced
in many ways over the past decade, as has visualization itself. But even as the value
of visualization becomes more broadly accepted, the current evaluation paradigm
more often than not focuses on testing whether a visualization is generally effective
or not. By addressing these challenges, we hope to make space for research that
goes beyond this paradigm to answer more specific, contextualized, and meaningful
questions that drive the future of visualization research.
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