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Abstract

We present a new visualization method for 2d flows which allows
us to combine multiple data values in an image for simultaneous
viewing. We utilize concepts from oil painting, art, and design as
introduced in [1] to examine problems within fluid mechanics. We
use a combination of discrete and continuous visual elements ar-
ranged in multiple layers to visually represent the data. The repre-
sentations are inspired by the brush strokes artists apply in layers to
create an oil painting. We display commonly visualized quantities
such as velocity and vorticity together with three additional math-
ematically derived quantities: the rate of strain tensor (defined in
section 4), and the turbulent charge and turbulent current (defined
in section 5). We describe the motivation for simultaneously ex-
amining these quantities and use the motivation to guide our choice
of visual representation for each particular quantity. We present vi-
sualizations of three flow examples and observations concerning
some of the physical relationships made apparent by the simulta-
neous display technique that we employed.

1 Introduction

Within the study of fluid mechanics, many mathematical constructs
are used to enhance our understanding of physical phenomena. The
use of visualization techniques as tools for developing physical in-
tuition of mathematically defined quantities is common. Scientific
visualization not only expands our understanding of physical phe-
nomena, by allowing us to examine the evolution of quantities like
momentum, but also it provides a catalyst for the development of
mathematical models which describe the time evolution of complex
flows. In addition to the examination of the primitive variables, i.e.
the velocity and the pressure, the examination of derived quantities
such as the vorticity has provided a better understanding of the un-
derlying processes of fluid flow.

Vorticity is a classic example of a mathematical construct which
provides information not immediately assimilated by merely view-
ing the velocity field. In Figure 1, we illustrate this idea. When
examining only the velocity field, it is difficult to see that there is a
rotational componentof the flow in the far wake region of the cylin-
der. But, when vorticity is combined with the velocity field, the
underlying dynamics of vortex generation and advection is more
apparent.

Though vorticity cannot be measured directly, its relevance to
fluid flow was recognized as early as 1858 with Helmholtz’s pi-
oneering work. Vorticity as a physical concept is not necessarily
intuitive to all, yet visualizations of experiments demonstrate its
usefulness, and hence account for its popularity. Vorticity is de-
rived from velocity, andvice versaunder certain constraints [2].
Hence, vorticity does not give any new information that was not
already available from the velocity field, but it does emphasize the

rotational component of the flow. The latter is clearly demonstrated
in Figure 1, where the rotational component is not apparent when
one merely views the velocity.

In the same way that vorticity as a derived quantity provides
us with additional information about the flow characteristics, other
derived quantities such as the rate of strain tensor, the turbulent
charge and the turbulent current could be of equal use. Because the
examination of the rate of strain tensor, the turbulent charge and
the turbulent current within the fluids community is relatively new,
few people have ever seen visualizations of these quantities in well
known fluid mechanics problems. Simultaneous display of both
the velocity and quantities derived from it isdone both to allow the
fluids’ researcher to examine these new quantities against the can-
vas of previously examined and understood quantities, and also to
allow the fluids’ researcher to accelerate the understanding of these
new quantities by visually correlating them with well known fluid
phenomena.

To demonstrate the application of these concepts, we present
visualizations of a geometry that, although simple in form, demon-
strate many of the major concepts which motivate our work. By
examining the well studied problem of flow past a cylinder we
demonstrate the usefulness of the visualizations in a context fa-
miliar to most fluids’ researchers. We examined two-dimensional
direct numerical simulation of flow past a cylinder for Reynolds
number 100 and 500 [3]. This range of Reynolds numbers pro-
vides sufficient phenomenological variation to allow us to discuss
the impact of visualization of the newly visualized quantities. In
addition to the simulation results presented, we examine data ob-
tained experimentally for a different geometry. This comparison
demonstrates one use of the visualization method for experimen-
talists: data verification.

We extend the visualization methods presented in [1] to prob-
lems in fluid mechanics. As in [1], we seek representations that are
inspired by the brush strokes artists apply in layers to create an oil
painting. We copied the idea of using a primed canvas or under-
painting that shows through the layers of strokes. Rules borrowed
from art guided our choice of colors, texture, visual elements, com-
position, and focus to represent data components. Our new meth-
ods simultaneously display 6-9 data values, qualitatively represent-
ing the underlying phenomena, emphasizing different data values
to different degrees, and displaying different portions of the data
from different viewing distances. These qualities lead a viewer
through the temporal cognitive process of understanding interrela-
tionships in the data much as a painting can lead a viewer through
a process designed by the painter.

In the remainder of the paper we first discuss the related work
in visualizing multivalued data. We then describe the painting-
motivated method we employed, with specific details concerning
the combination of scaler, vector, and tensor data into one visu-
alization. In Sections 4 and 5 we present fluid flow examples
where multivalued data visualization was used. We summarize and



Figure 1: Typical visualization methods for 2D flow past a cylinder at Reynolds number 100. On the left, we show only the velocity field.
On the right, we simultaneously show velocity and vorticity. Vorticity represents the rotational component of the flow. Clockwise vorticity is
blue, counterclockwise yellow.

present conclusions in Section 6.

2 Related work

2.1 Multivalued data visualization

Hesselink et al. [4] give an overview of research issues in visu-
alization of vector and tensor fields. While they describe several
methods that apply to specific problems, primarily for vector fields,
the underlying data are still difficult to comprehend; this is particu-
larly true for tensor fields. The authors suggest that “feature-based”
methods, i.e., those that visually represent only important data val-
ues, are the most promising research areas, and our approach em-
braces this idea.

Statistical methods such as principal component analysis (PCA)
[5] and eigenimage filtering [6] can be used to reduce the number
of relevant values in multivalued data. In reducing the dimension-
ality, these methods inevitably lose information from the data. Our
approach complements these data-reduction methods by increasing
the number of data values that can be visually represented.

Different visual attributes of icons can be used to represent each
value of a multivalued dataset. In [7], temperature, pressure, and
velocity of injected plastic are mapped to geometric prisms that
sparsely cover the volume of a mold. Similarly, in [8] data values
were mapped to icons of faces: features like the curve of the mouth
or size of the eyes encoded different values. In both cases, the icons
capture many values simultaneously but can obscure the continu-
ous nature of fields. A more continuous representation using small
line segment-based icons shows multiple values more continuously
[9]. Our work builds upon these earlier types of iconic visual rep-
resentation.

Layering has been used in scientific visualization to show mul-
tiple items: in [10, 11], transparent stroked textures show surfaces
without completely obscuring what is behind them. These results
are related to ours, but our application is 2D, and so our layering
is not as spatial as in the 3D case. Our layering is more in the
spirit of oil painting where layers are used more broadly, often as
an organizing principle.

2.2 Flow visualization

A number of flow-visualization methods display multivalued data.
The examples in [12, 13] combine surface geometries represent-
ing cloudiness with volume rendering of arrows representing wind

velocity. In some cases, renderings are also placed on top of an im-
age of the ground. Unlike our 2D examples, however, the phenom-
ena are 3D and the layering represents this third spatial dimension.
Similarly, in [14], surface particles, or small facets, are used to vi-
sualize 3D flow: the particles are spatially isolated and are again
rendered as 3D objects.

A “probe” or parameterized icon can display detailed informa-
tion for one location within a 3D flow [15]; it faithfully captures
velocity and its derivatives at that location, but does not display
them globally. Our data contain fewer values at each location, be-
cause we are working with 2D flow, but our visualization methods
display results globally instead of at isolated points.

Spot noise [16] and line integral convolution [17] methods gen-
erate texture with structure derived from 2D flow data; the tex-
tures show the velocity data but do not directly represent any ad-
ditional information, e.g., divergence or shear. The authors of [16]
mention that spot noise can be described as a weighted superposi-
tion of many “brush strokes,” but they do not explore the concept.
Our method takes the placement of the strokes to a more carefully
structured level. Of course, placement can be optimized in a more
sophisticated manner, as demonstrated in [18]; we would like to
explore combining these concepts with ours. Currently our stroke
placement is simple and quick to implement while providing ade-
quate results.

2.3 Computer graphics painting

Reference [19] was the first to experiment with painterly effects
in computer graphics. Reference [20] extended the approach for
animation and further refined the use of layers and brush strokes
characteristic for creating effective imagery. Both of these efforts
were aimed toward creating art, however, and not toward scientific
visualization. Along similar lines, references [21, 22, 23] used soft-
ware to create pen and ink illustrations for artistic purposes. The
pen and ink approach has successfully been applied to 2D tensor
visualization in [24].

In reference [1], painterly concepts as used in our work were
presented for visualizing diffusion tensor images of the mouse
spinal cord. In that work both a motivation and a methodology
for the techniques used here were presented. The goal of our work
is to visualize simultaneously both new and commonly used scien-
tific quantities within the field of fluid mechanics by building on
those concepts.



3 Visualization methodology

We use the methodology and system of [1] to develop our visual-
izations. We review the methodology here. Developing a visual-
ization method involves breaking the data into components, explor-
ing the relationships among them, and visually expressing both the
components and their relationships. For each example we explored
different ways of breaking down the data so that we could gain
understanding as to how the components were related. Once we
achieved an initialunderstanding, we proceeded to the next step:
designing a visual representation.

In the design, we used artistic considerations to guide how we
mapped data components to visual cues of strokes and layers. Our
brush strokes are affinely transformed images with a superimposed
texture. In choosing mappings we looked for geometric compo-
nents and mapped them to geometric cues like the length or direc-
tion of a stroke. We considered the relative significance of differ-
ent components and mapped them to cues that emphasized them
appropriately. For example, two related parameters could map to
the length and width of a stroke, giving a clear indication of their
relative values. We also considered the order in which compo-
nents would best be understood and mapped earlier ones to cues
that would be seen more quickly. The set of mappings we selected
defined a series of stroke images and a scheme for how to layer
them.

An iterative process of analysis and refinement followed. Some-
times our refinements involved choosing a mapping we found ef-
fective in one visualization and incorporating it into another. Some-
times we needed to change the emphasis among data components
by adjusting transparency, size, or color or by representing a com-
ponent with a different or additional mapping. Sometimes we
needed to go further back in the process and choose a new way
of breaking down the data.

4 Example 1: Rate of strain tensor

The rate of strain tensor (sometimes called the deformation-rate
tensor [25]), is a commonly used derived quantity within fluid me-
chanics. Though commonly used and reasonably well compre-
hended, few have visualized this tensor due to the added complex-
ity necessary to view multivalued data. Our motivation for com-
bining visualization of the rate of strain tensor with velocity and
vorticity is that despite many years of intense scrutiny, scientific
understanding of fluid behavior is still not complete, and qualita-
tive descriptions can still be helpful. Researchers often examine
images of individual velocity-related quantities. We thought that
good intuition might come from a visual representation that related
these values to one another in a single image.

4.1 Data breakdown

We began by choosing a breakdown of data values into components
that can be mapped onto stroke attributes. Both the velocity and
its first spatial derivatives have meaningful physical interpretations
[25], and hence we treat them independently. The velocity is a 2-
vector with a direction and a magnitude in the plane, and can be
visually mapped directly. The spatial derivatives of velocity form
a second-order tensor known at the velocity gradient tensor. This
tensor can be written as the sum of symmetric and antisymmetric
parts,
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of strain tensor [26]. The vorticity field determines the axis and the
magnitude of rotation for all fluid elements. The rate of strain ten-
sor determines the rate at which a fluid element changes its shape
under the particular flow conditions. In incompressible flows, the
instantaneous rate of strain consists always of a uniform elonga-
tion process in one direction and a uniform foreshortening process
in a direction perpendicular to the first. That is, a small circle will
change its shape into an ellipse, whose major and minor axes rep-
resent the rate of elongation and the rate of squeezing, respectively.
In compressible flows, the latter statement is not necessarily true
since expansion and compression is allowed. Nevertheless, the vi-
sualization of the rate of strain remains valuable and instructive in
these flows as well.

4.2 Visualization design

We wanted the viewer to first read velocity from the visualization,
then vorticity and its relationship to velocity. Because of the com-
plexity of the second-order rate of strain tensor we want it to be
read last. We describe the layers here from bottom up, beginning
with a primed canvas, adding an underpainting, representing the
tensor values transparently over that, and finishing with a very dark,
high-contrast representation of the velocity vectors.
� Primer The bottom layer of the visualization is light gray,

selected because it would show through the transparent layers to
be placed on top.
� Underpainting The next layer encodes the scalar vorticity

value in semi-transparent color. Since the vorticity is an important
part of fluid behavior, we emphasized it by mapping it onto three
visual cues: color, ellipse opacity, and ellipse texture contrast (see
below). Clockwise vorticity is blue and counter-clockwise vorticity
yellow. The layer is almost transparent where the vorticity is zero,
but reaches 75% opacity for the largest magnitudes, emphasizing
regions where the vorticity is non-zero.
� Ellipse layer This layer shows the rate of strain tensor and

also gives additional emphasis to the vorticity. The logarithms
of the rates of strain in each direction scale the radii of a circu-
lar brush shape to match the shape that a small circular region
would have after being deformed. The principal deformation direc-
tion was mapped to the direction of the stroke to orient the ellipse.
The strokes are placed to cover the image densely, but with mini-
mal overlap. The color and transparency of the ellipses are taken
from the underpainting, so they blend well and are visible primar-
ily where the vorticity magnitude is large. Finally, a texture whose
contrast is weighted by the vorticity magnitude gives the ellipses a
visual impression of spinning where the vorticity is larger.
� Arrow layer The arrow layer represents the velocity field

measurements: the direction of the arrows is the direction of the
velocity, and the brush area is proportional to the speed. We chose
a dark blue to contrast with the light underpainting and ellipses,
to make the velocities be read first. The arrows are spaced so that
strokes overlap end-to-end but are well separated side-to-side. This
draws the eye along the flow.
�Mask layer The final layer is a black mask covering the image

where the cylinder was located.
These painting concepts help create a visual representation for

the data that encodes all of the data in a manner that allows us to
explore the data for a more holistic understanding.
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Figure 2: Visualization of simulated 2D flow past a cylinder at Reynolds number = 100 and 500 (top left and top right), and experimental 2D
flow past an airfoil (bottom). Velocity, vorticity, and rate of strain (including divergence and shear) are all encoded in the layers of this image.
With all six values at each point visible, the image shows relationships among the values that can verify known properties of a particular flow
or suggest new relationships between derived quantities.

4.3 Observations

Figure 2 (top left and top right) shows visualizations of 2d flow
simulation results obtained using HybridN"�T �r [27], a spec-
tral element code for solving the incompressible Navier-Stokes
equations. These results were obtained from the work presented
in [3]. Figure 2 (bottom) shows data measured experimentally as
an airfoil is drawn through a tank of initially stationary water. An
image is taken perpendicular to the axis of the airfoil using laser
induced fluorescence (LIF) imaging [28]. Velocity data calculated
from the LIF images lies on a rectangular grid, with some portions
missing, as the figure shows in the black region.

The visualization of single quantities is useful by itself. For in-
stance, if we contrast the simulation results (Figure 2 top right and
left) with the experimental data of the airfoil (Figure 2 bottom),
we observe that all the ellipses have the same area in the former
case whereas they do not have the same area in the latter case. In
incompressible flows, the continuity equation implies that the ve-
locity field is divergence-free, which in turn implies that the trace
of the rate of strain tensor (i.e. the sum of its diagonal elements) is
always zero. This simply means that the area of the fluid elements
remains constant in time, regardless of their instantaneous shape.
Hence, we can infer that the simulation has reproduced properly
the incompressible character of the fluid flow whereas the airfoil

data show either compressibility effects or out of plane motion,
neither of which can easily be detected by other means.

The multivalued data visualization, however, has additional mer-
its. For instance, we observe that the simultaneous viewing of the
vorticity field and the rate of strain tensor provides us with a phys-
ical understanding about the deformation of the fluid elements. It
clearly shows that at the centers of the vortices the deformation can
be rather small, dependent on the eccentricity of the fluid element
with respect to the center of the vortex, whereas at the edges of
vortices the fluid elements suffer a huge shearing effect. Thus the
mathematical decomposition of the velocity gradient tensor (i.e.
@ui=@xj ) into its symmetric (i.e. the rate of strain) and antisym-
metric (i.e. the vorticity) parts acquires a visual representation.

Until now the deformation of the fluid elements was represented
with qualitative sketches [29] whose direct connection to the rest
of the flow field was not obvious. Through our visualization tech-
nique, we obtain not only the qualitative character of the fluid el-
ement deformation but also its quantitative properties. Moreover,
all the information about the deformation can now be visually cor-
related to the velocity and the vorticity fields.



5 Example 2: Turbulent charge and tur-
bulent current

Turbulent charge and turbulent current are flow quantities that have
not been extensively visualized. Our motivation for viewing these
quantities, in conjunction with other well-studied quantities (e.g.
the vorticity), has its roots in our desire to solve problems that are
concerned withdrag reduction. The importance of fluid mechanics
to the problem of reducing the drag on a moving body is unequiv-
ocal. All airplane, boat, and car designers, at some stage of their
research, have consulted engineers about possible ways of reducing
the drag. This is quite reasonable, since drag reduction translates
to less fuel consumption.

One method of reducing the drag on a body is the appendage of
riblets on the surface of the body. Though experimentally verified,
the physical mechanism behind the drag reduction is not well un-
derstood. For example, some configurations and shapes of riblets
do give drag reduction but some others do not. Thus, the question
arises as to why this happens. What are the shapes and which are
the configurations that produce drag reduction? The use of riblets
everywhere on the surface is costly, thus another question is: what
is the location, on the surface of an object, that will provide max-
imum drag reduction? The answers to the above questions can be
found by inspecting visually the turbulent charge on the surface of
the body [30].

Suppose we are interested in reducing the drag on a submarine.
Our goal from the engineering standpoint is to find geometric mod-
ifications to our structure so that we get reasonable drag reduction
with a minimum cost (and without inhibiting the purpose of our
submarine). Modeling the turbulent charge on the surface of the
submarine immediately delineates those regions of the geometry
which could most benefit from drag reduction techniques. Unlike
all other drag reduction models, the conceptof turbulent charge and
turbulent current succinctly provide information that is applicable
to engineering design.

Unlike the case of simple flows, which can be described easily
in terms of vorticity, there are cases in which the visualization of
vorticity, and the subsequent description of the flow by it, can be as
complex as the one in terms of velocity. For example, in the case of
turbulent flows, vortices are shed from the boundaries of the flow
domain, they are convected away from it, and subsequently interact
with each other in a fashion that has defied a satisfactory solution
of practical importance for more than a century. Hence, we can
legitimately ask whether we can find other quantities whose visu-
alization in these cases can be as beneficial to our understanding as
vorticity is in more simple flows.

5.1 Data breakdown

We began by choosing a breakdown of data values into compo-
nents that can be mapped onto stroke attributes. It has recently
been suggested that two newly introduced quantities, namely, the
turbulent chargen(x; t) and the turbulent currentj(x; t), collec-
tively referred to as the turbulent sources, could substitute the role
of vorticity in more complicated flows. The nomenclature is not co-
incidental, it reflects the fact that the derivation of these quantities
was based on an analogy between the equations of hydrodynamics
and the Maxwell equations [31].

In particular, if we denote byu the velocity and byp the pressure
then the vorticity,w, is given byr � u, and the Lamb vector
is given byl � w � u. The turbulent sources are given by the

following expressions:
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The later two quantities (i.e.n, j) are related to each other through
a continuity type of equation where the turbulent current is the
flux of the turbulent charge. In the cases where turbulent charge is
generated solely at the wall, small turbulent charge implies small
turbulent current.

5.2 Visualization design

We designed the turbulent source visualizations so that the over-
all location of the turbulent charge would be visible early. The
vorticity was our next priority, since comparison between the two
quantities was important. Our third priority was the structure of the
flow, as represented by the velocity field. Finally, we wanted fine
details about the structure of all the fields, charge, current, velocity,
and vorticity, available upon close examination.

We describe the layers here from bottom up, as in the last ex-
ample. Beginning with the same primed canvas and underpainting,
continuing with a low-contrast representation of the velocity vec-
tors, and finishing with a high-contrast representation of the turbu-
lent sources. A final layer represents the geometry of the cylinder.
� Primer and underpainting Same as first example.
� Arrow layer The arrow layer for this example has the same

geometric components – brush area proportional to speed, velocity
direction mapped to brush direction, and strokes arranged closer
end-to-end to give a sense of flow. This layer differs in that its em-
phasis is decreased. It has a low contrast with the layers below it.
The low contrast is partly achieved through the choice of a light
color for the arrows and partly through transparency of the arrows.
Without the transparency, the arrows would appear very indepen-
dent of the underlying layers.
� Turbulent sources layerIn this layer we encode both the tur-

bulent charge and the turbulent current. The current, a vector, is
encoded in the size and orientation of the vector value just as the
velocity in the arrow layer. The scalar charge is mapped to the color
of the strokes. Green strokes represent negative charge and red
strokes positive. The magnitude of the charge is mapped to opac-
ity. Where the charge is large, we get dark, opaque, high-contrast
strokes that strongly emphasize their presence. Where the charge
is small, the strokes disappear and do not clutter the image. For
these quantities, that tend to lie near surfaces, this representation
makes very efficient use of visual bandwidth. The strokes in this
layer are much smaller than the the strokes in the arrow layer. This
allows for finer detail to be represented for the turbulent sources,
which tend to be more localized. It also helps the turbulent sources
layer to be more easily distinguished from the arrows layer than in
the previous visualization, where the stroke sizes were closer and,
therefore, harder to disambiguate visually.
� Mask layer The final layer is a mask representing the geom-

etry of the cylinder. The mask is white in this example to contrast
better with the turbulent sources layer.

5.3 Observations

The regions where the turbulent charge achieves its maximum val-
ues are the regions where the vorticity field has also very large
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Figure 3: Visualization of the turbulent charge and the turbulent current for a Reynolds number 500 simulated flow. Observe that charge
concentrates near the cylinder and is negligible in other parts the flow. The cylinder geometry is now white to contrast with the visual
representation for the turbulent sources

Reynolds number 100 Reynolds number 500

Figure 4: Close up visualization of the turbulent charge and the turbulent current at Reynolds number 100 and 500 (left and right). We are
able to see the high concentrations of negative charge at the places where vorticity is being generated.

values. Nevertheless, as we have already mentioned, the advantage
in thinking of terms of turbulent charge is related to its permanence
close to the boundaries, in contrast to the vorticity field which is
conveyed downstream.

The theory proposed in [31] predicts that the turbulent charge,
n, and turbulent current,j, are the source terms of the following
linear system of equations

r �W = 0 ;

@W

@t
= �r�L � �r�r�W ;

r �L = N(x; t) ;

@ L

@t
= c2r�W � J(x; t) + �r�r�L ; (5)

wherec2 = hu2i, and the use of capital letters denotes that the cor-
responding quantities have been averaged. From these equations
it can be shown that the turbulent current is the dominant forcing
term for the velocity. An immediate consequence of this is that the
turbulent current and the velocity field should be aligned. In Fig-
ure 4 we observe this alignment, especially in the region near the
cylinder where we have the most significant change of flow veloc-
ity.

Finally, in Figure 5, we add the rate of strain tensor to the tur-
bulent sources visualization, adjusting the blending of the different
layers to control their relative emphasis. We observe that the high
values of turbulent charge are associated with an extreme deforma-
tion of the fluid elements, since it is the shear between adjacent
fluid layers that transforms the kinetic energy of the fluid to molec-
ular heat.



Figure 5: Combination of velocity, vorticity, rate of strain, turbu-
lent charge and turbulent current for Reynolds number 100 flow. A
total of nine values are simultaneously displayed.

Visualizing the turbulent sources is very informative for turbu-
lent non-equilibrium flows. In fact, a plot of the turbulent charge
distribution immediately allows us to determine whether a particu-
lar configuration of the riblets, discussed earlier, is reducing or en-
hancing the drag. A plot of the turbulent current can immediately
reveal which flow directions are dominant (e.g. the streamwise di-
rection in a pipe flow), even if no other information about the flow
field is given. The distribution of the turbulent sources reflects suc-
cinctly the responses of the flow due to boundary conditions or
external fields.

6 Summary and Conclusions

We have presented results of applying the scientific visualization
approach outlined in [1] to multivalued incompressible fluid data.
The approach borrows concepts from oil painting. Underpaintings
showed form. We used brush strokes both individually, to encode
specific values, and collectively, to show spatial connections and
to generate texture and an impression of motion. We used layer-
ing and contrast to create depth. Stroke size, texture, and contrast
helped to define a focus within each image and also to influence
the order in which different parts of an image were viewed.

The methods we employed produce images that are visually rich
and represent many values at each spatial location. From different
perspectives, they show the data at different levels of abstraction
– more qualitatively at arm’s length, more quantitatively up close.
Finally, the images emphasize different data values to different de-
grees, leading a viewer through the temporal cognitive process of
understanding the relationships among them.

We visualize quantities that have rarely been viewed before: rate
of strain, turbulent charge, and turbulent current. We visualize
these new quantities together with more commonly viewed quan-
tities, allowing a scientist to use previously acquired intuition in
interpreting the new values and their relationships to one another
and to the more traditional quantities.

Our visualization of the rate of strain tensor combined with both

the velocity and vorticity fields provides a unique pedagogical tool
for explaining the dominant mechanisms responsible for certain
fluid flow phenomena. Because an understanding of the deforma-
tion tensor (i.e.@ui=@xj) is of paramount importance for one’s
understanding of fluid flow phenomena, visualizing its symmetric
and antisymmetric parts separately (i.e. the rate of strain tensor
and the vorticity, respectively) clearly accentuates the interplay be-
tween rotational and shearing mechanisms within the flow.

The visualization of turbulent charge and turbulent current com-
bined with both velocity and vorticity allows us to use knowledge
concerning the latter fields in our effort to understand the useful-
ness of the newly visualized quantities. It is evident from the visu-
alizations shown that, unlike vorticity, the turbulent charge and the
turbulent current are far more localized. This validates the conjec-
tures about the potential usefulness of the model, and also suggests
that we focus our attention on viewing the turbulent charge and
turbulent current regions close to the surface of the cylinder. By
focusing our examination to regions close to the cylinder, we see
a high visual correlation between regions where turbulent charge
accumulates and regions of vorticity generation.

By visualizing velocity with all the subsequently derived quanti-
ties presented here, we can observe through one visualization mul-
tiple properties of the flow. The freedom to display multivalued
data simultaneously allows us to get a more complete idea of both
the dynamics and the kinematics of the flow, and hence provides a
catalyst for future understanding of more complex fluid phenom-
ena.
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simulated flow, Reynolds number 100 experimental flow

Figure 2: Visualization of 2D flow. Velocity, vorticity, and rate of strain (including divergence and shear) are all encoded in image layers.

Figure 5: (left) Combination of velocity, vorticity, rate of strain, turbulent charge and turbulent current for Reynolds number 100 flow. A total
of nine values are simultaneously displayed. Figure 3: (right) Visualization of the turbulent charge and the turbulent current together for a
Reynolds number 500 simulated flow. Observe that charge concentrates near the cylinder and is negligible in other parts the flow.

Reynolds number 100 Reynolds number 500

Figure 4: Close up visualization of the turbulent charge and the turbulent current at Reynolds number 100 and 500 (left and right). We are
able to see the high concentrations of negative charge at the places where vorticity is being generated.


