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ABSTRACT
Registering a six degree-of-freedom tracker with a display
can be time-consuming and frustrating. Yet, establishing
a consistent coordinate system shared by a display and a
tracker is a necessary first step for many virtual reality ap-
plications.

We present a new approach for registering a tracker’s and a
display’s coordinate system that has simple instructions, can
be completed in under a minute, and does not involve under-
standing or manipulating any underlying linear algebra. A
related technique for registering tracked stereo glasses given
an arbitrarily mounted head-tracker is also presented.

We demonstrate, through a series of experiments, that the
registration technique is fast and easy to perform, and that
it can effectively be used as a basis for: 1) perceiving depth
from stereopsis, 2) changing vantage points of a virtual scene
with head movements, and 3) performing six degree-of-freedom
manipulations with hand-held tracked objects. Data collected
during our experiments also suggested approaches that may
help developers improve their visualizations.

KEYWORDS: registration, 6 degree-of-freedom tracking,
virtual reality, Fishtank VR.

INTRODUCTION
Three attributes of many immersive virtual reality systems
are:

• stereo viewing
• head-tracked viewing
• six degree-of-freedom interaction techniques

To provide these, virtual reality (VR) applications require
a clear relationship between a 6 degree-of-freedom (DOF)
tracker coordinate system and the display. While there are in-
finitely many possible unifying coordinate systems, usually
a tracker’s coordinate system is transformed into a display’s

coordinate system, since tracked motions are performed rel-
ative to visuals shown on the display.

For example, during a positioning task one would expect that
if a tracker was moved to the right then the virtual object it
was a proxy for should also move to the right. Similarly, if a
head-tracked user shifted their head to the right, you would
expect the virtual eye point to shift to the right commensu-
rately. Similar expectations apply for rotations.

Figure 1: An example of common display and tracker
coordinate systems. The display’s origin is centered
on the display and the positive X-axis extends “to the
right”, Y-axis extends “up”, and Z-axis extends “out of
the display”. A possible tracker coordinate system is
shown to the left of the monitor near the stereo glasses
and is very different in position and orientation from the
display coordinate system.

However, a tracker’s default coordinate system is almost never
the same as the display’s for a variety of reasons. For ex-
ample, it physically is not possible in some cases. Due to
technology limitations it is sometimes necessary to install
tracking hardware some distance away from a display. Other
installation constraints, such as mounting surfaces, may in-
fluence the tracker’s coordinate system. A translation, rota-
tion, and scale may need to be applied to tracker samples to
transform them to the desired coordinate system. A common
situation is illustrated in Figure 1.



Typically, finding the required transforms is left to the pro-
grammer or user and can be a time-consuming and non-intuitive
process. Furthermore, if a VR application will be used at a
remote site, someone unfamiliar with tracker-display regis-
tration may be required to learn how to perform the registra-
tion.

PREVIOUS WORK
This section presents work related to registering a 6-DOF
tracker with a display and evaluates its quality. In general,
immersive VR display systems include tracked glasses that
help produce a stereo effect. Additional trackers, possibly
mounted on physical objects, may be used to allow a user
to interact with the application. Examples of such systems
include CAVEs, Powerwalls, and Fishtank VR.

This paper focuses on registration rather than calibration.
Calibration attempts to minimize the difference between the
coordinates of a tracked object in some coordinate system
and the coordinates reported by the tracking system. Cali-
bration is necessary because most tracking technologies have
limitations. Given a calibrated system, registration is an or-
thogonal process that relates two coordinate systems through
a linear transformation. If a tracking system is not calibrated
accurately, even a properly registered system may produce
errors in the images being displayed. Many calibration tech-
niques exist including [7][1][5], some of which report reduc-
ing positional errors by up to 79%.

Augmented reality (AR) requires very accurate registration
in order to accurately overlay graphics on the user’s view of
the surroundings. Our approach was not targeted at register-
ing an AR system; it was made for making registration easier
for the simpler types of systems described above. We were
not able to apply our registration technique to an AR system
but suspect it is not appropriate for achieving the degree of
registration accuracy required for AR.

Fuhrmann presents a comprehensive process for registration
that can be accomplished by a novice user [3]. The process
can register projective and head-mounted displays, tracking
systems, and tracked props. Fuhrmann’s technique involves
four distinct steps, whereas ours involves two. Both Fuhrmann’s
technique and ours are limited by the accuracy of human in-
put. When determining the interpupillary distance and eye-
to-tracker offset in Fuhrmann’s technique, users must hold
their heads in a constrained position facing the center of the
display while aligning a stylus tip with multiple markers.
Fuhrmann’s system requires an accurate tracking system over
the working volume, in addition to having a stylus. Our ap-
proach, on the other hand, can still work when error exists
within the working volume (e.g. electromagnetic inferfer-
ence near a CRT), and our approach also does not use a sty-
lus.

[4] proposes a technique for registration and calibration that
was implemented on the Visual Haptic Workbench. Some of

their goals are similar to ours, such as stressing the impor-
tance of quick and easy registration with no external depen-
dencies. Their approach follows a series of different steps to
achieve registration. It requires more individual steps than
our method. It is worth noting that some combinations of
displays and trackers are not always accurate near the cor-
ners of a display. [2] proposed a multi-point sampling tech-
nique for registering a tracker with a responsive workbench-
like display. It, too, requires more steps than the technique
presented here and may give a poor registration because it
requires sampling 3D positions directly on the display sur-
face, which may not be possible in cases where the display
interferes with the tracking system.

Some installations in use today are registered in an ad-hoc
manner, by determining a series of linear transformations
based on observation and measurement of the physical en-
vironment.

In terms of evaluating a registration’s quality, [6] presented
a collection of heuristics and simple tests for evaluating the
quality of a projection-based virtual reality display. We re-
peated many of these tests in our experiments below.

Figure 2: The local coordinate system of a tracked
sensor. The origin is the point at which the three axes
intersect.

REGISTRATION BY EXAMPLE
The key idea behind our approach is to specify the desired
coordinate system by example. Using only a ruler to help
measure a point some distance away, orthogonal to the dis-
play, first a tracker and then tracked glasses are posed and
recorded at a known point and orientation relative to the dis-
play. The tracker data from these two steps is sufficient to
register the system.

The following is a description of the process from the user’s
point of view.



Basic Registration

Our goal is for tracker values to be reported in the display’s
coordinate system rather than its own, as illustrated in Figure
1. If you study a tracker used in your tracking system and
consult the user’s manual, then you can discover its local ori-
gin as well as its local positive X , Y , and Z axes. See Figure
2 for an illustration of a particular tracker’s local coordinate
system. After a little manipulation, a tracker can be tumbled
until its axes are oriented to match the display’s. Next, the
tracker can be moved to a known point relative to the display
while maintaining this orientation. When both conditions are
met, if the composite 4x4 matrix C containing the tracker’s
rotational and translational components is captured from the
tracking system, then all the data necessary for registration
has been obtained.

In practice, there is often more tracker error near a display.
Therefore a known point some distance away from the dis-
play can be used instead. We used a ruler to measure a point
one foot away from the center of the display. We offer two
suggestions for this approach. First, it is important that the
ruler be orthogonal to the plane of the display. We found
this is easier if one holds the ruler in one hand near where
it meets the display. Second, it helps to align the top edge
of the ruler on a graphical object drawn in the center of the
display while posing the tracker on the other end of the top
edge of the ruler. Figure 3 illustrates these suggestions. In
our implementation, we instructed the user to press a key on
the keyboard to indicate when they were ready to sample C.
The user then had about 4 seconds to position and hold the
tracker at the known position in the correct pose.

Figure 3: To do the basic registration, a tracker is ori-
ented such that its local coordinate system is aligned
with the display’s coordinate system, and it is posi-
tioned at a known point relative to the display. The red
marker, emphasized here for clarity, indicates the posi-
tion of the known point projected onto the display. The
small image attached to the lower-right of the moni-
tor is a picture reference that we used in our study,
to help users understand the tracker’s local coordinate
system.

IMPLEMENTATION While the person doing the registration
need not understand the linear algebra, the implementor does.
Understanding equations (1) and (9) below is sufficient to im-
plement our registration approach. Their derivations are also
given. We found it easier to understand and explain the proof
of our method using algebraic equations rather than through
figures because of the difficulty of conceptualizing and vi-
sualizing the underlying linear algebra. We assume column
vectors are being used.

The equation to register an unregistered sample is:

Xreg = (K · C−1) · Xunreg (1)

where K is a 4x4 translation matrix that transforms a point
at the origin (0, 0, 0) to a known point, and C is the sample
described above.

The derivation of equation (1) follows. We want to find the
transformation M that transforms unregistered tracker sam-
ples Xunreg to registered tracker samples.

Xreg = M · Xunreg (2)

Let K be a 4x4 matrix describing the translation from the
display’s origin to the known point, and let C be a sample
set to Xunreg at the moment the user posed the tracker at a
known point and orientation. We can then substitute K for
Xreg and C for Xunreg in equation (2) because we sampled
the tracker data C at the moment the user posed the tracker at
a known position K in display coordinates, with the tracker’s
axes aligned with the display’s.

K = M · C (3)

The unknown M can be solved for by multiplying both sides
of the equation on the right by C−1.

K · C−1 = M · C · C−1 (4)

K · C−1 = M (5)

Substituting for M in equation (2) gives equation (1) above.

To provide a specific scenario, if our units are feet, the dis-
tance from the edge to the center of our tracker is a quarter
inch (approximately 0.021 feet), and a one-foot ruler is used
to find the point one foot away from the center of the display
as shown in Figure 3, then K would have the value:

K =









1 0 0 0
0 1 0 0
0 0 1 (1 + 0.021)
0 0 0 1









(6)



One extension we made to our application was writing out
the registration matrices to a file in the local directory when
they were obtained so that they could be read in on sub-
sequent runs, thus, eliminating the need for re-registration.
These cached values could be replaced with the results of
another registration if the user desired.

Figure 4: The pose used for registering the tracked
glasses is similar to that for basic registration. The
point midway between the viewer’s eyes is positioned
in the same known point, and the glasses’ lenses are
oriented parallel to the display.

Tracked Glasses Registration
For stereo rendering it is necessary to know where the viewer’s
eyes are relative to the display. Given the interocular dis-
tance d, a matrix H that describes the point midway between
a viewer eyes, and the viewer’s head orientation that has an
x-axis pointing from the left eye to the right eye, then eyeleft

and eyeright can be computed as follows:

eyeleft = H ·
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eyeright = H ·
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Due to practical issues, a tracker is often mounted in a some-
what arbitrary location on the stereo viewing glasses. To
achieve correct stereoscopic rendering, the offset and rota-
tion of the tracker to the point between a viewer’s eyes must
be determined. A registration step similar to the one de-
scribed above can easily determine the transformation from
the head-tracker to the point between the viewer’s eyes.

Similar to the basic registration process, if the tracked glasses
are posed with the plane of its lenses parallel to the display
and positioned such that the mid-point between the viewer’s
left and right eyes is at the known point as shown in Figure 4

and and at that moment a registered sample D is recorded,
then all the information needed to compute H as used in
equations (7) and (8) has been obtained.

IMPLEMENTATION The equation to compute H is:

H = Xreg · (R
−1 · (K · T−1)) (9)

where Xreg is a registered sample from the tracker mounted
on the glasses, sample D from above is decomposed into the
rotation matrix R and translation matrix T such that D =
T ·R, and K is a translation matrix that transforms a point at
the origin to the same known point described above.

The derivation of equation (9) is as follows. To compute H

from the tracker data, we must find the vector v that translates
a point from the tracker to the mid-eye point in the tracker’s
coordinate system. If v is written as the translation matrix V ,
then H could be written as:

H = Xreg · V (10)

Since 1) T is a translation matrix that transforms a point at
the origin to the tracker’s location relative to the display, and
2) K is a translation matrix that transforms the origin to the
known point midway between the left and right eyes, the 4x4
translation matrix V that translates a point at the tracker’s
position to the known point is:

V = K · T−1 (11)

However, V is in the display’s coordinate frame and does
not account for the arbitrary mounting of the tracker on the
glasses. If V is first transformed by a matrix E (which we
define as the matrix that will compensate for the arbitrary
mounting of the tracker on the glasses), then we will have the
correct equation. Thus, we correct equation (10) by rewriting
it as follows:

H = Xreg · (E · V ) (12)

Given the tracker’s position when D was sampled and the
value for V from equation (11), we can substitute values for
all variables but E in equation (12) and then solve for E as
follows:

K = D · (E · (K · T−1)) (13)

D−1 · K = E · (K · T−1) (14)

D−1 · K · (K · T−1)−1 = E (15)

(T · R)−1 · K · (K · T−1)−1 = E (16)



R−1 · T−1 · K · T · K−1 = E (17)
Because translation matrices are commutative, we can rear-
range the equation and simplify as follows:

R−1 · (T−1 · T ) · (K · K−1) = E (18)

R−1 · (I · I) = E (19)

R−1 = E (20)
Substituting for E and V in equation (12) gives equation (9)
above. Finally, note that in the case K is purely translational
equation (9) simplifies to:

H = Xreg · (D−1 · K) (21)

ERROR ANALYSIS
There are several sources of error in this system. First, the
oriented tracker and tracked glasses are positioned at the known
point by hand and thus are only as accurate as the person do-
ing the positioning. We used a ruler to aid in positioning the
devices because it was a readily available object to both our
group and our collaborators off-site, although a specially de-
signed prop probably would have worked better. We have
not done rigorous studies of the impact of this error, but the
report below provides anecdotal feedback on performing the
registration and on using the results of the registration for
five other tasks. Error may also come from dynamic or static
error for which there exist a variety of techniques to compen-
sate.

RESULTS AND DISCUSSION
We wrote an OpenGL GLUT program to implement and eval-
uate this approach to registration. We had eight people (stu-
dents and staff) in our graphics lab perform the registration
procedure and perform several tasks aimed at evaluating how
well the registration approach met our goals of supporting
head-tracked stereo viewing and 6-DOF direct manipulations.

The hardware configuration consisted of a Fishtank VR sys-
tem. Specifically, an IBM P202 monitor, a Polhemus Fas-
trak magnetic tracker with two trackers (one mounted on
the stereo glasses and one free tracker), an Intel-based two-
processor machine (3 GHz each) running Redhat 9, a 3Dlabs
Wildcat 6210 graphics card, and NuVision 60GX stereo glasses.
UNC’s VRPN reported raw tracker data to our software. Fi-
nally, the Fastrak was configured to operate at 38400 baud
and in its “X+ hemisphere”.

No attempt was made to calibrate the tracking system. We
did not perform calibration for two reasons: 1) our working
environment is dynamic and subject to changes, which we
expect would require frequent re-calibration, and 2) so far,
the tracking data appears to be reliable enough for our needs,
except when our magnetic trackers are moved near the CRT
monitor or beyond the 3-4 foot working volume of our Fish-
tank VR system. If tracker error is found to be conspicuously
prohibitive in the future, we will apply a calibration step to

resolve the problem. For example, it appears Task 5 could
have benefited from calibration.

The tracking system we used had two trackers: one was not
attached to anything and one was mounted on the stereo glasses.
This made it easier to collect the two samples C and D de-
scribed above that are used for registration. If your tracking
system has only one tracker, then the same tracker needs to be
used for collecting both C and D. However, since the tracker
can be mounted arbitrarily on the stereo glasses, it may be
possible to mount it such that it need not be removed when
collecting sample C. For example, notice that in Figure 4,
the tracker could easily be oriented to assume the pose used
in Figure 3 without removing it from the tracked glasses.

In general, because the two tracker poses used in the basic
and tracked glasses registration steps are different, it is not
possible to do tracked glasses registration without first doing
the basic registration. The only case where it is possible is if
the tracker for the glasses is mounted at the mid-eye point, in
which case C and D would be the same. However, this situ-
ation isn’t realistic with today’s tracking technology because
the tracker would have to be behind the bridge of the user’s
nose.

Our study consisted of 6 tasks targeted at testing the effec-
tiveness of the registration technique and overall performance
of the registered system. We supplied each user with a printed
tutorial of the tasks to be performed, as well as verbal expla-
nations and brief demonstrations. A trial consisted of per-
forming the registration task (Task 1) and then evaluation
tasks (Task 2-6). Each person performed the trial twice, but
on separate days. Only one person had previous experience
registering a Fishtank VR system.

We believe hardware limitations may have contributed to some
user difficulties, but overall, the registration technique itself
was successful. The one subject who had experience in reg-
istering a Fishtank VR system expressed interest in adopting
our technique. The feedback for each of the tasks from the
user study follows.

TASK 1
The first task was the registration of the tracking system and
tracked glasses. We wanted to find out if users could perform
it easily and also gather their feedback on the approach. Be-
fore starting, we asked users about their previous background
with Fishtank VR and what methods they thought would be
best to register the system. All but one of the users com-
mented that they had not used Fishtank VR before, although
many of them had seen it. Several users said that they would
use a transformation from the tracker’s base coordinates to
the screen’s coordinates in order to achieve registration. One
user said to record the value of the tracker at different points
on the screen, such as at the four corners, and using those val-
ues, transform reported coordinates into the tracker system.
While most users responded with the same basic underlying



idea, few of them could explain a clear and easy procedure
to correctly obtain this transformation.

Our registration consisted of holding the tracker at a single
known position, one foot in front of the center of the screen,
and pressing a key to begin the registration. After the key
was pressed, four slow beeps were sounded, and on the fourth
beep, the program used the current tracker position to calcu-
late the correct registation transform. An analogous proce-
dure was done for the registration of the glasses.

Most users did not have a problem with our registration pro-
cedure; they reported it was straightforward and easy to do,
but they did have several comments about some of the in-
conveniences. A majority of the users thought the keyboard
interface was not very intuitive, especially since two different
keys were used to register each device. Many preferred that
the spacebar be used for all the registrations, since it was the
easiest key to press. The other significant problem reported
was having to hold up a ruler and tracker after having had to
press a key– users felt they needed “three hands”. They also
wanted more audible and clearer beeps to signal the registra-
tion progress, and one user suggested having a visual count-
down. To help align the tracker’s coordinate system with
the display’s, a user suggested having physical marks on the
tracker devices. In general, users did not like the idea of be-
ing timed to get the tracker positioned correctly. Although
one user did not complain about the setup, several others did
and pointed out that a stand or a type of fixture would have
helped a lot; however, no user could describe how to easily
build such a stand or fixture. An “L-ruler” from a hardware
store, or a book with defined edges, were suggested to re-
place the ruler. Having a stand or fixture most likely would
have helped with keeping the trackers more perpendicular to
the screen.

Figure 5: In Task 2, users tried to re-orient the left cube
to match the right one.

We allowed users to perform this task as many times as nec-
essary, until they were satisfied with the registration results.
Many users said the task became easier with more practice.
Multiple registrations tended to help achieve better results.

All users were able to do the registration quicker on their sec-
ond trial. Once users understood the process, the registration
steps took less than a minute to perform.

TASK 2
Task 2 involved moving a virtual cube to match a target cube’s
randomly selected orientation. We wanted to find out if users
could perceive any error in the registration while performing
a direct-manipulation task. The virtual cube was manipulated
by holding down the ’g’ key while translating and rotating
the free tracker. We provided a wireframe outline next to the
target which users were asked to move their cube into. Both
the user’s and the target cube had the same color scheme with
no two sides sharing the same color.

Users responded very well to this task, which indicated that
the registration was working well. All of them said the move-
ment of the virtual cube was what they expected from rotat-
ing and translating the free tracker. They also said the task
was relatively easy to accomplish. The images were clear
and appeared well in stereo.

One of the troubles that users encountered involved situa-
tions where the user tried to rotate the cube and found that
it resulted in rotating their hand into an awkward or uncom-
fortable position. Another inconvenience that several users
mentioned was the cable on the tracker. Users believed that
a wireless tracker or a spherically shaped tracker, that can
rotate freely about the cable, would have helped. However,
both of these are characteristics of the interaction technique
and hardware, not the registration procedure.

Again, users commented that with more practice, the task
became easier. After becoming familiar with the setup, some
users were no longer bothered by the tracker’s cable and dis-
covered how to avoid awkward orientations with it. One user
commented that the control of the tracker was very similar
to a mouse; when the user ran out of space to maneuver, the
user let go of ’g’, repositioned the tracker, and grabbed the
cube again, much in the same manner as a user would repo-
sition a mouse when there is no more space on a mousepad.
This is the familiar “clutching” operation used in many VR
techniques.

TASK 3
In this task, users were presented with a set of 8 squares on a
horizontal line at the center of the screen. We wanted to test
whether the registration produced a good stereo effect. With-
out moving their head, users were asked to determine how
many different depths the squares lay on. The answer was
always 1, 2, or 3. The actual depths varied by three-quarters
of an inch, a small value we selected to make the task some-
what challenging. The nearest square was three-quarters of
an inch behind the plane of the display. Each square was
approximately 1 inch wide, but its scale was randomly al-
tered slightly so that users could not easily use the size of
the squares to determine depth. A horizontal gap of about a



Figure 6: Task 3 consisted of determining how many
different planes a set of squares lay on.

half inch existed between each square to prevent occlusion
between squares. Initially we drew solid yellow squares on
a white background. After preliminary runs indicated depths
were difficult to judge, we changed the squares’ color from
solid yellow to a 5x5 grayscale checkerboard pattern. This
texture pattern made the depth of the squares more apparent.

On average, users scored 80% correct. Most users found this
task easy to perform. Each user was given about 5 or 6 sets
of squares, and each user got at most 2 wrong. The initial
accuracy of the users varied from person to person. Some
users were better able to immediately perceive the differ-
ent depths from the stereo alone while others required some
more practice before they could distinguish between them.
After making their inital guesses, users were then allowed to
move their head. A lot of the users said that headtracking
helped tremendously, although a few said it was not neces-
sary. Several users said headtracking was a helpful method
to confirm their initial guesses.

After being shown sets of squares having each of the possi-
ble depths, the users’ performance improved. One user com-
mented that this helped to understand the degree of depth
differences that we were looking for.

TASK 4
The fourth task consisted of viewing a cube centered in the
display and big enough that users could not see all its sides
from any one vantage point. We wanted to test whether users
could detect problems with the head-tracked stereo viewing.
On the top, right, bottom, and left sides of the cube there were
a random number of dots ranging from none to 10. Users
were asked to count the number of dots per side and report
any difficulties they had performing the task.

Headtracking behaved mostly as users expected. All users
were able to see the dots clearly. Viewing the left and right
sides were not problematic. Problems arose in viewing the
top and bottom sides of the cube; viewing the bottom some-
times resulted in a loss of stereo image, due to the tracker go-

ing out of range, and viewing the top required moving a lot,
such that the user was almost standing up. The loss of stereo
appears to be a limitation of the tracking hardware rather than
our registration technique.

Forcing the user to make exaggerated movements to see the
cube’s sides was intentional; we wanted to require users to
make use of the headtracking to accomplish the goal of this
task. The unfortunate side effect of making such large move-
ments is the incorrect reporting of the trackers’ positions due
to limitations in the tracker technology. Because registration
is a linear transformation, shearing and small cube transla-
tion errors, reported as a function of head position, can most
likely be attributed to tracker calibration.

Figure 7: Task 5 displayed a small virtual cube at the
position reported back by the tracker.

TASK 5
In the fifth task, a cube just smaller than the tracker was
drawn wherever the system reported the tracker was posi-
tioned. This was our most rigorous test of system accuracy.
If there was no error in the system, then the user would have
never been able to see the cube or might have seen it briefly
during fast movements, depending on the amount of lag in
the system. In an errorless system, the tracker itself would
occlude the left and right eye’s rendering of the cube pro-
jected onto the display screen.

However, this was the least successful task of the study. In-
stead of drawing the cube at the tracker’s position, the cube
tended to appear to users slightly above and to the left of
the tracker. The reported error distances, all within about 1”,
varied depending on the actual tracker position. Not only did
users experience problems with the cube’s position, they also
reported severe double-imaging. While double-imaging did
stop when the tracker was within about 4”-6” of the screen,
magnetic interference caused the cube to start jittering a lot.
Otherwise, translations and rotations worked as users expected.

The inconsistencies in error probably span from an incorrect
transformation in drawing the cube. Task 2 performed much
better, and the only difference between Task 2 and this task
is the use of relative positioning as opposed to absolute po-



sitioning. We also believe that calibration could have signif-
icantly improved results.

TASK 6
In this task, a cube was shown at random depths ranging from
4 feet past the screen to 2 feet in front of the screen. We
wanted to try to quantify the z-values that users could fuse
3D objects at when our registration was used. We also ran-
domized cube and background color because as we used the
system we noticed color choices seemed correlated with our
ability to view objects at different distances. Cube red, green,
and blue color components were randomly set to either 0% or
100% intensity (but the color was never set to black or white)
and the background was randomly set to 0%, 33%, 66% and
100% gray intensity.

Users were asked to report whether the cube image appeared
“good,” in that it converged and produced a stereo image with
possibly slight ghosting, or “bad,” in that the cube was un-
comfortable to look at or distinct double-imaging occurred.
Each user judged about 30 cubes.

In summary, the best results were seen when red cubes were
shown on a black or white background at a depth range of 2
feet behind to 1 foot in front of the display. Yellow cubes did
as well as red cubes on lighter colored backgrounds. Yellow
on backgrounds darker than 33% could only be seen at best
from the display surface to 6 inches in front of it. Cubes
colored with 0% red, 100% green, and 100% blue, as well as
pure green cubes, on a black background did the worst.

FUTURE WORK
The presented registration technique is useful for quickly get-
ting started with a fishtank VR system. The ideas are theoret-
ically readily applicable to larger display systems. For exam-
ple, the same technique and parameters used on our fishtank
VR system could be used on a powerwall. However, if the
known point K isn’t easy to position a tracker at (e.g., it must
be far from a display surface because of high error close to
the display surface), then human error may be amplified.

We have two ideas for increasing the accuracy of the system
at the cost of some additional work. First, one could build
a specialized apparatus that can more accurately position a
tracker and glasses at a known point relative to the display.
Although we found the ruler worked well for positioning ob-
jects at a fixed distance perpendicular to the display, it seems
that a simple and more effective prop could have been de-
signed and manufactured to replace the ruler used in our reg-
istration technique. Such a prop should make it easy to po-
sition an object a fixed distance perpendicular to a point on
the display and have rigid mounting points for both a free
tracker as well as the tracked glasses. This would help with
simplifying the process further and improving accuracy. Sec-
ond, multiple known points could be sampled instead of just
one. Registration results for each of these locations could be
averaged to produce a more accurate registration.

Finally, while Task 6 shows that users can successfully view
cubes at different depths with our registration technique, it
also suggests color choices are strongly connected to depth
perception in IVR visualizations and should be further inves-
tigated.

CONCLUSIONS
We presented a low-cost technique for registering a track-
ing system with a display. We demonstrated that it could be
performed in under a minute by people who have never reg-
istered a 6-DOF tracker with a display before. Through a
series of experiments run on a Fishtank VR system, we also
demonstrated that it performed fairly well for absolute ma-
nipulations and that it worked very well for tasks requiring
head-tracked stereo and relative manipulations.
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